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Abstract—Statistical parametric mapping (SPM) is now considered the gold standard both in clinical and research neuroimaging investigations. We investigate the feasibility of Monte Carlo simulations-based assessment of the sensitivity and specificity of SPM analysis in Positron Emission Tomography (PET) neuroactivation studies with respect to design parameters such as study size, activation/lesion localisation, intensity and size. Fifteen data sets were generated for different foci activation levels, and localizations using five spheres located within the digital Hoffman 3D brain phantom with diameters corresponding to 6 and 8 mm, close to the resolution limit of the ECAT ART PET scanner (CTI/Siemens). The five foci were defined in the thalamus (T), putamen (P), cingulate gyrus (CG), right frontal cortex (RFC) and the right supramarginal gyrus (RSG) covering different structures of particular interest in cognitive neuroscience. In addition, we carried out a coordinate search of the resulting maximum cluster, which was found to be close to 10 mm around the true value on the Talairach atlas.

I. INTRODUCTION

Statistical Parametric Mapping (SPM) - (Wellcome Department of Cognitive Neurology, University College London, London, UK) - refers to the construction and assessment of spatially extended statistical process used to test hypotheses about neuroimaging data. It is an academic software toolkit for analysis of functional brain images provided by a range of modalities commonly used in medical imaging. This package is widely used both in research and clinical investigations, mainly for detection of activation foci using SPECT, PET, fMRI and recently EEG data. SPM is considered actually among the state-of-the-art packages for statistical analysis of neuroimaging data because it is very flexible, well documented and extensively tested.

As the package remains open to any statistical analysis, very few publications reported on the validation of SPM analysis for limited number of subjects and to assess its performance for detection of characterized lesions, essentially small activation foci with varying intensity. There is a single experimental study [1] and few simulation studies in both PET [2] and SPECT [3] that were carried out to validate the methodology. Our approach uses a modified Hoffman 3D brain phantom and realistic Monte Carlo simulations to generate brain volumes corresponding to baseline and activation studies. The image generation model remains close to the reality, and multiple statistics is mimicked by changing the seed of the random number generator.

II. MATERIALS AND METHODS

A. Monte Carlo simulation of 3D brain PET data

The Eidolon Monte Carlo simulation package was used in this work [4]. To run simulations with sufficient statistics, it was decided to make some approximations to reduce the computation time required for data sets generation.

Preliminary studies were intended to optimize the simulator computation time. This was done in three steps, first by eliminating interaction of photons with detector blocks feature, and activating a convolution step simulating the response function of the PET tomograph. The spatial resolution of the tomograph was approximated by its diameter, crystal width and detector-block to PMT coupling effect, positron range and annihilation photons acolinearity [5] resulting in an intrinsic resolution of 4.5 mm. This corresponds to the design of the ECAT ART scanner [6] when scanning 18O-[H2O] patients. The second step involved a reduction of the polar angle through variance reduction techniques, which limited the polar emission angle of the annihilation photons in the axial direction without affecting the resulting scatter fraction. The acquisition was simulated in 3D mode with a maximum ring difference corresponding to 17 rings and a span of 7. Scripting facilities written in GNU Bash were used to perform independent simulations on workstations, and update parameters automatically. It was therefore possible to simulate 3x15 projection data with 300 Mcounts each in approximately one week.

B. Phantom construction

The numerical Hoffman 3D brain phantom [7] was used to generate the data sets on 3 Sun UltraSparc workstations. This phantom has been developed to simulate the activity distribution found in the human brain in typical 18F-[FDG] metabolism studies currently employed in PET.
mathematical source distribution has specific activities of the grey matter, white matter and ventricles of 4:1:0, respectively. Basic image processing utilities using MedX software (Sensor Systems, Inc.) were applied to make its characteristics match normal $^{15}$O-[H$_2$O] cerebral blood flow distributions [2].

The numerical brain phantom was resampled to obtain a regular voxel-grid of 2x2x2mm, so that the implementation of a sphere drawing algorithm, written in C language was easier. The software was coupled to a script which allowed to insert the spheres at constant position within the raw phantom (Fig. 1). With the help of an experienced neuropsychologist, we added to the phantom a compartment for cerebrospinal fluid and set compartment relative concentration ratios to 0:2:25:100, for background, cerebrospinal fluid, white matter and grey matter, respectively.

Fig. 1. Numerical brain phantom with artificial lesions inserted used as input for Monte Carlo simulations (left), and sample SPM map resulting from statistical image analysis (right).

To assess the sensitivity and specificity of SPM analysis in PET neuroactivation studies with respect to design parameters such as study size, activation/lesion localisation, intensity and size, fifteen data sets were generated for different foci activation levels, and localizations using five spheres located within the digital Hoffman 3D brain phantom with diameters corresponding to 6 and 8 mm, close to the resolution limit of the ECAT ART PET scanner. The five foci were defined in the thalamus (T), putamen (P), cingulate gyrus (CG), right frontal cortex (RFC) and the right supramarginal gyrus (RSG) covering different structures of particular interest in cognitive neuroscience.

C. Image reconstruction and analysis

Model-based scatter correction and calculated fit-ellipse based attenuation compensation and were applied to sinograms prior to reconstruction. The reconstruction of data sets followed the protocol commonly used in our division for brain scanning, namely the reprojection algorithm (3DRP) with cut-off frequency at 0.35 and standard ramp filter.

The reconstructed images were analyzed with SPM99, with a phantom-specific template built in house. We used the specifications of the template provided with SPM and coregistered manually our volume to the Talairach atlas. The main intention was to limit the influence of spatial normalization during SPM analysis as reported in [1]. This helps to avoid the distortion of the coregistered volume in the Z-direction due to missing slices in the Hoffman phantom at the neck level. Typical normalization results of simulated images are shown in Fig. 2 together with the template constructed for this purpose.

To study the effect of study design, the activity level of spheres, and the degrees of freedom (number of image pairs) used were varied, comparing sets from 3 to 15 images each with different activation levels. To keep the experimental setup close to practical clinical and research investigations, we included a constant misregistration error to all activated sets, which remained inferior to the mean error ranges observed in SPM analysis.

Fig. 2. Spatial normalization of simulated images (right) to the constructed template (left). It is shown here that the particular shape of the phantom requires a custom template for automatic normalisation. The “missing” proximal slices would induce significant transformation of the simulated data.

Spatial normalization was applied using the built-in template. The SPM analysis parameters are summarized in Table 1.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>SUMMARY OF SPM ANALYSIS PARAMETERS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalization</td>
<td>2x3x2 basis functions, 5 iterations (reduced influence of non-linear transformations, and faster computations)</td>
</tr>
<tr>
<td>Coregistration</td>
<td>The activated set manually misaligned, and its mean coregistered to the mean baseline set (PET &gt; PET)</td>
</tr>
<tr>
<td>Smoothing</td>
<td>13 mm (~2xFWHM of simulated scanner)</td>
</tr>
<tr>
<td>Comparison</td>
<td>Simple t-test with two groups and one condition (50 ml/100 ml/min, 0.8 grey matter threshold)</td>
</tr>
<tr>
<td>Results</td>
<td>Analysed without and with threshold correction ($p=0.05$), extent threshold at 20 voxels.</td>
</tr>
</tbody>
</table>

III. RESULTS

We compiled the minimal activation thresholds required for detecting the different activation foci as function of the number of image pairs (Fig. 3). Sphere-clusters were considered as detected by the software only if they had higher probability than the first false positive found by the SPM software, if any. This rule was applied to mimic usual
as applications where the user does not have prior information on the locations of activations and their extent.

As expected, no cluster was detected with this design when analysing data sets corresponding to the smallest sphere with 6 mm diameter (resolution limit of the tomograph). It was observed that the correction of the height threshold could mask some lesions for small degrees of freedom (number of image pairs). A 6 mm sphere with 15 image pairs could only be detected with an uncorrected threshold.

It was also found that the depth of spheres within brain structures had an impact on detection sensitivity. Indeed, spheres located in the peripheral structures were detected more efficiently. This could be explained by the rough spatial normalization on spheres that were far from the anterior commissure, which are most affected by rotational transformations and from the peripheral cortex where small errors in spatial registration can lead to large tissue differences. The case of sphere located as RSG which leads to the best detection sensitivity can be explained by the thin size of cortex at this level and the complex structure of tissue interface the lesion has been put in. The resulting spill-over effect may enhance the signal.

As complementary analysis, we have compiled the coordinates of cluster maxima found by SPM for each level of activation. We calculated the Cartesian distance from the real sphere coordinates expected in the Talairach space for each sphere and level of activation. Results are summarised in Fig. 4 showing a mean difference comprised between 2 and 8 mm, which increases up to 25 mm for smallest usable degrees of freedom. The same logic was applied for comparison of each activation level with the expected location (Fig. 5).

If the result could be influenced by the number of observations which varies for low degrees of freedom, we assume the statistical uncertainty of the result to be reduced by SPM’s statistical correlation and the limited effect of normalization in our design (constant parameters for all activation sets, and adequate template). The fact that most intense areas were localized with good accuracy may suggest that the normalization was not influenced by the highest activation foci. However this effect could explain a relative low decrease of accuracy at highest activation levels (Fig. 5).
Another indicator was also calculated, namely the sum of T-statistics for each sphere. The results show large differences between e.g. RSG and T localizations (Fig. 6). Similar to the previous reasoning, the particular case of the T-statistics for each sphere. The results show large differences in T values for all individual localizations.
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Fig. 7. Increase in T-values for individual localizations.

IV. DISCUSSION AND CONCLUSION

We have evaluated in this study the feasibility of Monte Carlo simulations-based validation of SPM software through detailed analysis of sensitivity and specificity of detection of simple spherical activation foci. The detection of 8 mm spheres for activation levels of 20% for low image pairs could be achieved on brain scans with relatively low statistics. The time required for simulations remains high to perform large datasets (28 degrees of freedom or more), but this performance could be greatly improved by using most recent multi-processor personal computers with 2 GHz and more. This is the reason why the simulator was ported on Linux platforms. The simulator could be validated against physical measurements performed on the PET scanner it has been parameterized for. The low statistic of data sets (~15 Mcounts per set) was close to the mean number of events collected during typical $^{15}$O-$\text{H}_2\text{O}$ dynamic brain scanning, We therefore expect the detection thresholds to be improved slightly with higher statistics.

The location of spheres clearly plays a role: if located close to a transformation center like the AC or lateral cortex, the probability is enhanced. Other locations ($T$, $RFC$) have lower detection statistics. Such an analysis could be extended to the assessment of the influence of activation level on normalization errors and the bias caused by high levels on coregistration, but this would require accurate correction for partial-volume/spill-over effects to reduce overestimation of intensities by SPM.

Results are in agreement with previously published studies using simulated and measured SPECT data [1, 3] considering the characteristic differences between PET and SPECT in terms of resolution and sensitivity performances. These preliminary data will be helpful in the design of future protocols in $^{15}$O-$\text{H}_2\text{O}$ PET neuroactivation studies. More detailed analysis of the influence of different data correction techniques (attenuation and scatter, partial volume effects) and reconstruction methods (analytic, iterative) on the sensitivity and specificity of an SPM analysis is warranted. The effect of iterative reconstruction and model-based scatter correction on $^{18}$F-[FDG] distribution of reconstructed 3D brain PET images was recently investigated using SPM analysis in healthy volunteers [8]. It was concluded that iterative reconstruction didn’t result in significant changes while significant differences in $^{18}$F-[FDG] distribution exist when images are reconstructed with and without explicit scatter correction for some cerebral areas. This needs to be acknowledged for adequate interpretation of 3D brain PET images after applying scatter correction.

It is foreseen that the methodology followed in this study will allow the assessment of the other parameters influencing the statistical analysis of neuroimaging data. In particular, the evaluation of other statistical comparison methods, such as the recently proposed Monte Carlo-based assessment of statistical inference, remains to be explored.
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