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Principles of brain single-photon emission computed tomography imaging

Introduction

The historical development of medical imaging is marked by numerous significant technological accomplishments, driven by an unprecedented collaboration between multidisciplinary research groups. The first medical applications of tomographic imaging focused on the brain [1]. X-ray computed tomography (CT) and magnetic resonance imaging (MRI) have, for a long time, been the most widely-used imaging modalities for anatomic assessment of pathologic processes affecting the brain. Alternatively, radionuclide imaging methods, including single-photon emission computed tomography (SPECT) and positron emission tomography (PET) have emerged as useful medical imaging technologies for evaluating brain function. The development of the former technology for brain imaging dates back to 1976 when Drs Keyes and Jaszczak reported independently on the development of a brain SPECT system based on Anger camera mounted on a rotating gantry [2,3]. As nuclear medicine imaging has become integrated into clinical practice, several design trends have developed; with systems now available with a spectrum of features, from those designed for
clinical whole-body applications to others designed specifically for very high-resolution brain research applications [4].

SPECT is a non-invasive 3D tomographic imaging modality that is widely used in both clinical diagnosis and academic research to assess many diseases [5,6,7]. In SPECT imaging, the 3D distribution of a radionuclide-labelled agent administered to a patient is measured by detecting the gamma-photons emitted from the decay of the radioactive isotopes attached to the radiotracer. Because SPECT agents can be designed to target specific physiological functions, SPECT images can provide information on physiological and physiopathological processes at a molecular level. This unique feature makes it a useful tool for in vivo imaging of human brain function, especially for studying dysfunction of the neurotransmission system that is related to many brain diseases [8]. As a result, brain SPECT imaging became a powerful tool for diagnosis, prognosis, evaluation of response to therapy, and choice of treatment plan for many neurodegenerative diseases [9,10].

**Brain single-photon emission computed tomography instrumentation**

**Conventional SPECT imaging systems**

Since the purpose of SPECT imaging is to measure and represent the 3D distribution of the radiopharmaceuticals administered to the patient, the energies of gamma ray photons emitted by labelling radionuclides are high enough to allow penetration through the patient’s body. The emitted photons can be detected using the so-called gamma camera (Fig. 8.1) to generate a two-dimensional (2D) snapshot planar image. The 2D planar image is referred to as projection image since it represents a projected view of the three-dimensional (3D) radiotracer distribution at a certain angle. To acquire a 3D distribution, a series of projection images are taken around the patient at different discrete angles by rotating the gamma camera around the patient along the superior-inferior axis. After acquisition, the 3D distribution can then be reconstructed from the measured projection images using one of the available reconstruction techniques.

![Fig. 8.1 Schematic representation of a SPECT gamma camera and its main components.](image)

Usually, conventional SPECT imaging systems have two or three gamma cameras that are mounted on a gantry which provides mechanical support and rotation of the cameras. The main components of a gamma camera include the collimator, scintillation crystal, and photomultiplier tubes (PMTs) (Fig. 8.1).

The collimator is used to selectively detect photons travelling in a certain direction because this information is needed for image reconstruction. It is made of highly dense photon absorbing
material, usually lead or tungsten, with a pattern of holes that allows only photons travelling parallel to the hole-direction to pass and reach the detector crystal. The holes can be arranged with the same direction (parallel hole collimator) or converge to certain points (for example, a cone beam collimator). The scintillator crystal, commonly sodium iodide (NaI) crystal, will absorb the photon and transfer its energy into visible or ultraviolet (UV) light photons through a process called scintillation. The number of visible or UV photons is proportional to the energy of incident photons. The visible/UV photons will travel to the PMT trough a light guide and produce an electric current signal. The PMT can multiply the current signal by a factor of as much as a million. The signal will then be further amplified through the amplifier and sent to processing electronics to generate the position and the energy information of the incident gamma photon. The information will then be passed on to an acquisition board/computer to generate the projection images.

Many of the clinical SPECT systems commercially available today are dual-modality SPECT/CT systems that also include a CT subsystem [11]. The SPECT images and CT images are complimentary to each other: SPECT images provide functional information, while the CT images provide anatomical information about location of disease site. By fusing the two images together, an accurate interpretation of images can be achieved. In addition, CT images can also be converted into attenuation maps required for attenuation compensation to improve SPECT image quality and quantitative accuracy. A plethora of CT scanners are used on combined SPECT/CT systems. Some use diagnostic quality CT to provide images suitable for clinical usage. To reduce patient radiation dose, low-dose CT scanners have also been deployed, mostly for typical nuclear medicine applications [12]. The image quality of low-dose CT is usually low and can only be used for attenuation compensation and localization. However, with the advance of iterative CT reconstruction algorithms, low-dose CTs can now also provide images of good quality [13].

**Dedicated collimators and hardware for brain imaging**

Most clinical SPECT systems can be used for various applications through appropriate selection of the most suited collimator for a particular study. The collimator is the most important part of a SPECT camera and is considered to be the main component affecting spatial resolution, sensitivity, and image noise. The choice of the collimator depends on the imaged object and trade-off considerations between sensitivity and spatial resolution. Usually, collimators with better spatial resolution have lower sensitivity, thus requiring a long acquisition time as otherwise the image will be very noisy. On the other hand, collimators with higher sensitivity will provide images with lower resolution. The most commonly used collimators are parallel-hole collimators. For example, in brain imaging using $^{99m}$Tc-labelled compounds, a low-energy high-resolution (LEHR) parallel-hole collimator is often used to provide images with high spatial resolution. Because high spatial resolution is desirable in brain SPECT imaging, much worthwhile research focused on designing dedicated collimators to improve spatial resolution without sacrificing sensitivity [4].

Most of these collimators are converging collimators, in which the holes are focused to a line (fan beam collimator) or a point (cone beam collimator) in front of the collimator. A number of varying focal length collimators, where the holes are focused to different points in space have also been developed and evaluated in clinical setting. The detection efficiency of converging beam collimators is higher than that of parallel-hole collimators. The spatial resolution is also slightly better. Pinhole collimators have also been designed for imaging small organs, such as the thyroid or the extremities to provide a better spatial resolution, but at the expense of detection efficiency. The efficiency can be substantially improved by using multiple pinholes [14].
Furthermore, even in the presence of high count statistics, the mechanical motions involved and the bulk of the detector heads limit the shortest time in which a complete set of projections can be recorded [15,16]. Numerous attempts have been carried out to considerably boost brain SPECT sensitivity using several detector heads or ring-like arrangement of detectors to enable the very rapid acquisition of a full set of projections. Although the use of such dedicated systems is not prevalent in the clinic for brain SPECT imaging, they are useful for research applications and could also be useful for the assessment of the potential role of advances in instrumentation in the future [17,18]. A good example of full ring detector systems is the FASTSPECT, developed at the University of Arizona, which consists of 24 position-sensitive NaI(Tl) detectors that are completely stationary, together with a stationary set of 2-mm pinhole collimators, hence, achieving high sensitivity (fast dynamic brain scans) and high spatial resolution [19]. The ring detectors from stationary systems surround the head, which makes it possible to acquire data from 360° at the same time. This is especially attractive for dynamic imaging where a short repeat-scan over a period of time is performed. Another dedicated brain scanner with stationary annular NaI(Tl) detector is the CERASPECT system, developed by Digital Scintigraphics Inc. [20], which is equipped with a rotating collimator. A modified version of this collimator is the SensOgrade, a variable focusing collimator, which samples the projections unequally, with central regions more heavily represented to compensate for attenuation from central brain structures, thus yielding a four- to nine-fold increase in sensitivity compared with conventional dual-head cameras [21]. A third example is the SPRINT II system developed at the University of Michigan, which consists of 11 detectors arranged in a polygonal fashion and a rotating collimator, which allows the acquisition of a complete set of fan-beam projection data within 1/12 of a rotation [22]. Another example of unconventional systems is the NeuroFocus™ multi-cone beam imager (Neurophysics Corporation, Shirley, MA, USA), which produces tomographic SPECT images with an intrinsic spatial resolution of ~3 mm. The operation of the NeuroFocus™ high-definition focusing emission tomographic scanner (HDFET) follows the same principles of scanning optical microscopes to obtain high-resolution 3D images of biological tissue [23]. A highly focused point of light is scanned mechanically in three-dimensions to uniformly sample the volume under observation. As an alternative to dynamic SPECT imaging using multiple, fast rotations, strategies involving the use of only a single, slow camera rotation have been proposed [24,25]. Further advances in electronics are permitting new counting strategies and advances in electronic component capability are allowing for enhanced sensitivity [26].

**Data acquisition protocols**

**Data acquisition**

During SPECT image acquisition, a series of 2D projection images are taken at different angles by rotating the camera around the patient. To acquire enough data for image reconstruction, it is important to select the correct scan arc, which defines the range of rotation and where to start. For example, for cardiac imaging a 180° rotation from right posterior oblique to left anterior oblique is used, while for brain imaging a 360° rotation is usually required. One also needs to decide the orbit to specify the distance of the camera from the patient at each angle. The orbit can be either circular or non-circular. Non-circular means that the distances of the camera from the centre of rotation, termed as the radius of rotation, are not the same for different angles. In a circular orbit, the radius of rotation is constant. For a parallel-hole collimator, the closer the patient to the camera, the better the spatial resolution is. Therefore, a non-circular orbit is often used for imaging the torso, where the camera is positioned as close to the patient as possible. In modern SPECT...
systems, this can be done automatically using optical sensors installed on the camera. For brain imaging, due to the round shape of the head, a circular orbit is often used where the operator can specify the radius of rotation.

The gamma photons emitted from radioactive decay have characteristic energy/energies, called peaks that are specific to the isotope. For example, $^{99\text{m}}$Tc decay emits gamma photons at 140.5 keV only, while $^{123}$I decay emits gamma radiation mainly at 159 keV with some other higher energy peaks with low abundance. Ideally, during SPECT imaging only photons detected with the exact peak energy will be counted as true events. However, due to the limited energy resolution of the gamma camera, the energies of detected photons are Gaussian distributed around the peak energy. To maintain a reasonable sensitivity, photons detected with energies in a certain range around the peak energy will all be counted as true events. This energy range is called the acquisition energy window. On the other hand, photons scattered in the patient body will contaminate the images and they usually have a broad energy distribution lower than the peak. To reduce the number of recorded scattered photons, the energy window should not be too wide. The choice of the energy window is dictated by a balance between recording as many peak photons as possible without significantly increasing scattered photon counts. Commonly-used energies windows are usually 15–20% wide and centred around the peak energy.

Another important parameter in SPECT is the acquisition time for each projection angle. Long acquisition times result in high counts and low image noise. However, this will also reduce patient comfort and increase chances of artefacts caused by patient movement during acquisition. Overall, the choice of scanning parameters depends on the imaging task at hand. The aim is to acquire as much complete data as possible to provide good image quality and make the process comfortable to patients. Most commercial SPECT systems have manufacturer preset or recommended acquisition protocols for common applications, such as cardiac imaging, brain imaging, tumour imaging, and bone scans. New protocols can also be set by the users to accomplish their special needs. This requires the availability of a qualified medical physicist having the required skills, expertise, and knowledge of this technology.

**Dual-isotope imaging**

In some situations, it may be necessary to acquire images of more than one physiological function to provide accurate diagnosis. For example, in brain imaging of the dopaminergic system, it is generally recognized that the analysis of the integrity of both the pre- and the post-synaptic neuron is crucial in distinguishing different parkinsonian syndromes. The presynaptic neurons can be imaged with an agent targeting the dopamine transporter (DAT) on the cell membrane. Agents targeting the dopamine receptors, especially type II receptor (D2R), could be used in imaging the post-synaptic neurons [27,28]. Traditionally, DAT and D2R imaging are performed on different days because most of DAT and D2R agents are labelled with the same isotope ($^{123}$I). Since the half-life of $^{123}$I decay is 13 hours, the two scans must be separated by several days to allow the radioactivity from the first scan to decay in order to avoid contamination of the second scan. During this interval, the patient’s physiological status may have changed. Moreover, the patient’s position during the two scans will probably be different, which will cause registration errors between the images [29]. This is particularly relevant for patients suffering tremors, where the artefacts in the two images may have different patterns that will further complicate diagnosis.

These drawbacks can, however, be overcome by using simultaneous dual-isotope acquisition
methods. Taking advantage of modern cameras’ higher energy resolution and the ability to acquire multiple energy windows, simultaneous dual-isotope imaging is a method that can be used to diagnose diseases by imaging different physiological information revealed by agents labelled with different isotopes that emit gamma photons at different energies. Compared to separate imaging, simultaneous acquisition reduces acquisition time, patient discomfort and motion artefacts. Perhaps, more importantly, simultaneous acquisition ensures perfect registration of the images from both isotopes in time and space. Furthermore, motion artefacts, if any, will be the same on images of both isotopes. For example, with the introduction of $^{99m}$Tc-labelled DAT ligands, such as $^{99m}$Tc-TRODAT, SPECT imaging of the DAT and D2R can now be carried out simultaneously using dual-isotope $^{99m}$Tc/$^{123}$I imaging. There is also interest in simultaneous imaging of brain perfusion using $^{99m}$Tc-HMPAO and neurotransmission with $^{123}$I-IBZM. However, research on simultaneous $^{99m}$Tc/$^{123}$I dual-isotope brain imaging has shown that image quality is significantly degraded by the cross-talk contamination between the two isotopes. Cross-talk here refers to the contamination of one agent/isotope’s image caused by the other isotope used in simultaneous dual-isotope imaging. Before simultaneous imaging can be adopted clinically, an efficient cross-talk compensation method must be developed and validated [30,31,32].

Image reconstruction

Image reconstruction techniques

SPECT image formation can be expressed as an integration of the 3D radioactivity distribution along each projection direction, i.e. line of integration, into a series of 2D data. Image reconstruction is an inverse problem that tries to estimate the 3D activity distribution from the 2D projection data. Both analytical and iterative reconstruction approaches have been devised to solve this reconstruction problem in order to provide the best estimates that are as close to the truth as possible. These two categories of reconstruction strategies are briefly summarized.

Analytical reconstruction

As described above, a projection is an integration of the activity distribution along the line of integration. The collection of these projections as a function of projection angle is referred to as the Radon transform of the object [33]. By inverting the radon transform of the projections, the original 3D activity distribution can then be reconstructed analytically. The most widely used analytical reconstruction method is the filtered back-projection (FBP) algorithm, which is still used in many image reconstruction tasks.

Analytical reconstruction methods, such as FBP, focus on the geometry and simplify the physics. They are simple, fast, and can provide accurate results when the assumed projection model matches the image formation process. However, they are sensitive to noise and missing data, which will result in artefacts and loss of reconstructed image resolution. Another major disadvantage of analytical methods is that they do not allow precise modelling of the physical and statistical characteristics of the data acquisition process, thus resulting in image artefacts and poor quantitation. This problem can, however, be solved through the use of iterative reconstruction algorithms, where image degrading factors can be modelled during the reconstruction as described in the next section.

Iterative reconstruction
Fig. 8.2 shows a generalized flow chart of an iterative reconstruction algorithm. An iterative method can be regarded as an operator working between the image space, i.e. the 3D space representing the activity distribution in the object, and projection space, which represents the SPECT measurement of the 2D projections. In an iterative method, an initial estimate is projected to generate an estimated projection of the current estimate. Estimated projections are then compared with the measured projections. The error between the two is back-projected to the image space, then used to update the current estimate. By repeating the projection–back-projection process in a feedback loop to update the image estimate until a given criterion is fulfilled, iterative methods can produce high-quality images with improved resolution and noise properties, and result in adequate quantitative accuracy.

![Flow chart of an iterative reconstruction algorithm.](image)

**Fig. 8.2**
Flow chart of an iterative reconstruction algorithm.

Among all iterative reconstruction algorithms, the most successful and popular ones are statistical reconstructions, which are often simply referred to as iterative reconstruction approaches. An iterative statistical reconstruction method consists of three major components:

1. An underlying statistical model with associated objective function.
2. An iterative algorithm to find the optimal estimate in terms of the objective function.
3. A model of the image formation process often implemented using a projector–back-projector pair.

Among these, the projector–back-projector pair is very important. It serves as a bridge connecting the image space (estimate) and the projection space (measurement). It is in the projection–back-projection operators that the exact modelling of the physics and image formation process is performed. Through the iterative process, the modelling allows for the compensation of image-degrading factors, such as scatter and attenuation. The underlying statistical model and resulting objective function play the role of deciding how well the estimate matches the projections, taking into account the noise properties of the measured data and knowledge about the characteristics of the underlying activity distribution.

The most popular iterative reconstruction algorithm in SPECT is the maximum-likelihood expectation-maximization (ML-EM) algorithm and its accelerated variation, the ordered-subsets expectation-maximization (OS-EM) approach [34,35]. The ML-EM algorithm is based on the fact that photon emission and detection from radioactive decay are Poisson distributed. It attempts to maximize the statistical likelihood that the measured projections came from the reconstructed...
image. In OS-EM, the algorithm is made faster by using only part of the projection data, called a subset, during each update. Compared with ML-EM, OS-EM converges faster with a factor approximately equal to the number of subsets used. This category of reconstruction strategies was so successful that most current SPECT systems offer software for end users to perform ML-EM and OS-EM reconstruction with various physics modelling options. While this has been shown to be of great practical value, it should be noted that OS-EM has a relatively weak theoretical basis and its convergence properties are only poorly understood.

Despite their advantages and attractive properties, these technical advances have many limitations. Iterative methods can be very computationally demanding, particularly when complex models are used to model the physics of the image formation process. However, the widespread availability of high performance computing, even on desktop computers (including graphics processing unit and cloud computing), and the continuing development of rapidly converging algorithms has led to renewed interest in iterative techniques and made them a hot topic for leading manufacturers and academic research groups.

**Image degrading factors**

Ideally, only photons with an original path that is along the collimator hole direction can be detected in the projections. However, when gamma-photons travel inside an object, they interact with matter through a number of physical processes, such as photoelectric absorption and Compton scatter [36]. The probability of occurrence of each process depends on the energy of the photon and the electron density of the material. Those interactions could reduce the number of photons or change a photon’s path and energy. The detection of those alternated photons can cause false information and degrade the image quality in multiple ways. Fig. 8.3 demonstrates the different factors that can degrade SPECT images. Among those, the most significant factors are photon attenuation, scatter, and collimator-detector response.

![Fig. 8.3](image)

Overview of photon detection in SPECT representing different physical degrading factors. (1 and 2) Photons pass through the collimator without interactions, 1 also shows the attenuation of the photon intensity. (3) Photon penetrates or scatters in the collimator-detector system. (4) Photon scatters inside the imaging object. (5) Photoelectric absorption; and (6) Photon escapes the object without hitting the collimator-detector system.

When photons pass through the imaging object, they can be absorbed by photoelectric absorption
or diverted by Compton scatter. As a result, the intensity of the photon flux finally reaching the detector will be much smaller compared with the original one and this effect is referred to as photon attenuation. Attenuation reduces the measured projection counts. The degree depends on the photon path and the object. It can be expressed as an exponent function of the product of the attenuation coefficient of the object and the distance the photon has to travel in the object. If not compensated for, attenuation leads to reconstructed images with reduced intensity in voxels deep in the object. It can also result in visible artefacts and quantification with significant errors.

A number of photons emitted from the radionuclide will scatter in the patient at least once before exiting the body. The dominant scatter events are Compton scatter, which reflects a collision interaction between a gamma-photon and an outer shell electron of an atom. During the collision, gamma-photons will transfer some of their energy to the electron and change the direction of movement. The energy of the scattered photon is a function of the scattering angle, given by the Compton formula. The photon loses most of its energy when it is scattered backward (180°). When the scattering angle decreases, the energy of the scattered photon comes close to the incoming photon’s energy. The probability of Compton scattering depends on the photon energy and the number of electrons available in the object. The probability of the angular distribution of the scattered photon, described by Klein–Nishina formula, is also a function of the photon energy and scattering angle [36].

Because Compton scattering reduces photon energy, usually only those photons scattered once or twice, and within a small scattering angle can be detected within the imaging energy window. Since scatter diverts the direction of scattered photons, when those photons are detected, they result in counts in voxels that they would not reach without being scattered. Scatter in projection data is spatially varying and is a function of the object attenuation properties, the imaging energy window, and the source distribution. In brain imaging using $^{123}$I- or $^{99m}$Tc-labelled compounds, scattered photons can contribute up to 11% of the total counts in the final images. If not compensated for, scatter could result in a structured background artefact that resembles the medium- and low-frequency character of the activity distribution, and as such reduces image contrast. Quantitatively, scatter can lead to overestimation of tracer uptake [37,38].

The collimator is the crucial element determining the sensitivity, spatial resolution and contrast of SPECT images. A perfect collimator only allows the detection of photons that travel in a direction parallel to the collimator hole. As shown in Figs 8.3 and 8.4, since a real collimator hole has a finite geometric size, photons incident within a small acceptance angle from the hole-direction can still be detected. This is referred to as geometrically-collimated photons or collimator geometric response. In addition, due to statistic variations, the position of photon absorption in the crystal is usually determined with imprecision, and is defined as intrinsic resolution. Both collimator geometric response and intrinsic resolution reduce the spatial resolution and cause blurring of the image. These effects can be modelled using geometric response functions. Typically, Gaussian functions are used to analytically model the geometric responses. The full width at half maximum of the Gaussian is, therefore, often used as an indication of the system spatial resolution [39]. In general, collimators with large holes allow more photons to pass through, but will also cause more spatial blurring. Collimators with small holes can provide better spatial resolution, but lower sensitivity. The resolution is also a function of distance: the farther the object from the collimator, the worse the resolution.
Different components of the collimator-detector response. (1) Geometric response. (2) Collimator penetration. (3) Collimator scatter.

Photons incident on the collimator with large angles are usually absorbed by the septa between collimator holes. However, some high-energy photons emitted from isotopes such as $^{123}$I can still penetrate the septa or pass through after scattering inside the septa as shown in Fig. 8.4. The penetrated photons from a point source usually result in a star- or stripe-shaped pattern in the projection. Collimator scattered photons usually result in a broadly distributed background in the projection. If not compensated for, these photons can cause artefacts in the reconstructed images. The full collimator-detector response, including geometric response, collimator penetration, and collimator scatter depends on the collimator geometry and the photon energy. It can be modelled by the collimator-detector response function (CDRF) that is measured or simulated by placing a point source at various distances from the face of the collimator.

Fig. 8.5 shows simulated SPECT images considering the different image degrading factors discussed above. The images were reconstructed using FBP without post-reconstruction filtering. From left to right, the image quality is getting worse because more degrading factors were included in the simulation process. The worst image is the last one on the right, which includes all the physical degrading factors and is the most representative of what is found in the clinic without any compensation. The images also indicate that attenuation reduces the intensity at the centre of the brain, collimator-detector response blurs images and reduces spatial resolution, and scatter reduces image contrast.

Fig. 8.5
Effects of image degrading factors. The images represent the actual tracer distribution in the striatal brain phantom (a) and reconstructed SPECT images generated without degrading factors (b); with photon attenuation (c); with attenuation and collimator-detector response blurring (d); and with attenuation, collimator-detector response blurring, and scatter (e).

The spatial resolution in typical SPECT images is around 1–2 cm. As shown in Fig. 8.5, the finite spatial resolution results in blurred images with partial volume effects (PVEs). PVEs include both a loss of counts in structures smaller than two or three times the system resolution’s full width at half maximum (partial volume) and contamination between adjacent regions (spillover). PVEs also depend on the shape, size, and relative activities of the objects of interest. The procedures applied after image acquisition, such as image reconstruction, will also affect the level of PVEs. In brain imaging, due to the fine dimensions of the structures of interest, such as the putamen and caudate, PVEs can cause large quantitative errors.

In addition, SPECT images also suffer from noise. Noise in SPECT images consists mainly of statistical noise resulting from the random nature of photon emission (following radioactive decay) and detection processes. It can be characterized by a Poisson distribution in which the variance equals the mean. Therefore, noise in SPECT data is a function of the number of detected counts—the higher the counts, the lesser the noise. Noise could significantly affect image quality and quantitative accuracy, and reduce the detectability of subtle abnormalities and their measurement. Noise can also cause image artefacts, introducing textures into uniformly-distributed regions. Increasing the count level using long acquisition times or high injection doses can reduce noise. Low pass filtering is often used to smooth out noise in the reconstructed images. Alternatively, constrains can also be applied during iterative reconstruction to reduce noise.

**Cross-talk in dual-isotope imaging**

In simultaneous dual-isotope imaging, a photon emitted from one isotope can be detected in another isotope’s energy window owing to the finite energy resolution of the detector system, and the interaction of photons with the object and collimator-detector system. These photons can reduce image quality, degrade quantitative accuracy, and cause artefacts in the images. This effect is referred to as cross-talk contamination. Cross-talk contamination depends on the emission energies and the imaging energy windows of both isotopes. As such, the overall impact is different for various isotope combinations, making it difficult to find a universal compensation method.

Fig. 8.6 shows simulated energy spectra of a simultaneous $^{99m}$Tc/$^{123}$I dual-isotope brain SPECT study. The spectra indicate that cross-talk from $^{99m}$Tc into $^{123}$I projection data originates mainly from unscattered $^{99m}$Tc photons that are detected in the $^{123}$I energy window as a result of the detector’s finite energy resolution. The cross-talk from $^{123}$I into $^{99m}$Tc window, however, is complex and includes photons originating from a variety of processes. In addition to the 159 keV photons used for imaging, $^{123}$I decay also emits high-energy photons with energies ranging from 182 keV to 783 keV with a total abundance of ~3% [40]. The down-scatter of these photons into both $^{99m}$Tc and $^{123}$I energy windows can further contaminate the images of both radionuclides.
Fig. 8.6
Simulated energy spectra of a $^{99m}$Tc/$^{123}$I dual-isotope study.

Compensation techniques

To improve image quality and quantitative accuracy, imaging degrading factors have to be compensated for. To compensate for attenuation, an attenuation map representing the spatial distribution of the patient’s attenuation coefficients is required. The attenuation map can be derived by scanning the patient using either transmission sources of radionuclides having an energy close to the energy of the radionuclide used for SPECT imaging or from CT images acquired on combined SPECT-CT systems. In the past, analytical methods have been used to compensate for photon attenuation, which usually involves scaling the projection image or post-reconstruction filtering [41,42]. Because these methods often assume uniform attenuation of the medium, they can only provide an approximate compensation, and sometimes may even cause more artefacts when the object is non-homogeneous [43].

Accurate attenuation compensation can be achieved using iterative reconstruction-based compensation, where the attenuation map acquired from a transmission scan is used to model the attenuation in the projection–back-projection operators [44]. Iterative reconstruction-based attenuation compensation has been shown to significantly improve the image quality and quantitative accuracy, and is currently widely used in the clinic. Similarly, an accurate compensation of the collimator-detector response is usually achieved through iterative reconstruction-based compensation by including the CDRF models in the projection–back-projection operators [45].

Compton scatter compensation strategies can be categorized into methods that compensate for scatter directly on the projection data (pre-reconstruction), methods that compensate for scatter during the reconstruction process and post-reconstruction restoration filtering [38]. Methods that operate on projection data usually accomplish the compensation by subtracting the scatter estimate from measured projection data. Scatter is often estimated by scaling projection data acquired in one or two scatter windows with pre-determined factors [46,47,48]. The scatter can also be estimated by analysing the spectrum of projection data acquired in multiple narrow (1–4 keV wide) energy windows using spectral fitting techniques or artificial neural networks [49,50]. Post-reconstruction filtering usually compensates for the scatter by deconvolving the reconstructed images with a scatter response function (ScRF) acquired through experimental measurements or derived from Monte Carlo simulations [51]. Both pre- and post-reconstruction scatter compensation methods
make simple assumptions about the scatter component, such as shift-invariance, which results in biased scatter estimates. Furthermore, scatter compensation is achieved by subtraction of the estimated scatter component, which is usually accompanied by a large increase in statistical noise [52,53].

Reconstruction-based scatter compensation (RBSC) methods compensate for scatter by modelling the spatially varying and object-dependent SRF in the projection-back-projection operators within the framework of an iterative reconstruction algorithm [37,54]. RBSC methods were shown to provide the most accurate scatter compensation among all methods [37,38]. Currently available scatter modelling techniques for RBSC include the slab-derived scatter estimation (SDSE) model, the effective source scatter estimation (ESSE) techniques [54,55], the non-stochastic numerical integration method [56,57], and the fast Monte Carlo simulation approach [58,59].

To demonstrate the efficacy of the various image correction techniques, Fig. 8.7 shows representative SPECT brain images reconstructed with compensation for various degrading factors. The image quality gradually improves when more degrading factors are compensated for. The best result is achieved by including compensations for all the physical degrading factors.

Fig. 8.7
Images reconstructed with compensation for different physical degrading factors. The images represent the actual tracer distribution in the striatal brain phantom (a) and reconstructed SPECT images obtained without compensation (b); with attenuation compensation (c); with attenuation and collimator-detector response compensation (d); and with attenuation, collimator-detector response, and scatter compensation (e).

Most of cross-talk compensation methods have been developed based on scatter compensation methods [60,61,62,63,64,65]. The procedures include estimating the cross-talk, and subtracting it prior to reconstruction or using reconstruction-based compensation approaches. The cross-talk can be estimated using multiple energy window methods, including the triple-energy window technique or more complicated techniques, such as those using artificial neural networks, constrained spectral deconvolution, and principal component analysis. Cross-talk models were also developed for iterative reconstruction-based compensation that use estimates of the activity distribution for each isotope combined with the physics of the image-formation process to estimate the cross-talk. For example, model-based cross-talk compensation (MBCC) uses the ESSE technique to model photon interactions inside objects, and collimator-detector response functions to model photon interactions within the collimator-detector and the finite energy resolution of the detector [66]. Monte Carlo simulations have also been used for cross-talk estimation [58].

Fig. 8.8 shows simultaneous $^{99m}$Tc/$^{123}$I dual-isotope images reconstructed without cross-talk compensation and with MBCC, compared with cross-talk free single-isotope images. Overall, without compensation, the cross-talk reduced image contrast for both $^{99m}$Tc and $^{123}$I images. After compensation using MBCC, the images are very close to single-isotope images, indicating the
efficacy of cross-talk compensation [66].

![Simultaneous dual-isotope images. Top row: $^{99m}$Tc images, bottom row: $^{123}$I images. Dual-isotope images without cross-talk compensation (a and d); with MBCC (b and e); and cross-talk free single-isotope images (c and f).](image)

Compensation for collimator-detector response can improve image resolution and reduce PVEs. However, complete count recovery has not been achieved yet [45,66,67,68]. Additional partial volume effect compensation is usually required. A plethora of partial volume compensation (PVC) strategies have been proposed [69,70]. Some of these methods attempt to remove or reduce the PVEs by deconvolving the image with the system point spread function. To improve noise properties, regularization is required during deconvolution. Pixel-by-pixel template-based approaches, where spill-in and spill-out counts are modelled by their effect on template images followed by compensation using subtraction and division, were also proposed [71]. Alternative approaches directly compensate for PVEs at the regional level to provide corrected activity estimates using a transfer matrix of PVEs [72]. Application of PVC to dopaminergic neurotransmission SPECT imaging has been shown to significantly improve quantitative accuracy [73]. Reconstruction-based PVC methods have also been proposed, using for instance, the maximum a posteriori approach [74]. Methods that incorporate PVC directly into the kinetic modelling process by introducing additional parameters that model PVEs were also reported for dynamic imaging [75]. Overall, accurate PVC requires perfect knowledge of the system resolution and precise delineation of regions-of-interest (ROIs) boundaries, which can be performed through the use of registered high-resolution anatomical images such as CT or MRI.

**Image quality assessment and data analysis**

*Qualitative versus quantitative*

Traditionally, SPECT images have been qualitatively assessed by visual observation of tracer uptake
in regions linked to known patterns of various diseases. The visual assessment conveys information on whether the tracer uptake is normal or abnormal, and, if abnormal, it provides an idea about the magnitude of the abnormality. In brain SPECT, the visual assessment provides information about right to left asymmetries and which structures are the most affected by disease.

However, because the uptake of an imaging tracer is often strongly correlated to the integrity of physiological functions in targeted ROIs, the quantitative measurements of tracer uptake in those ROIs can provide more information for in-depth assessment. Most importantly, quantitative analysis enables to estimate physiological parameters, such as blood flow, metabolism, and receptor concentration. These measurements can be used in clinical diagnostic work-up or in the assessment of the efficacy of therapies. For instance, the binding of DAT or D2R agents in the dopaminergic system are strongly correlated to the degree of disease progression in movement disorders. Recent research has demonstrated that the quantitative measurement of tracer uptake can provide more information for better assessment of many brain disease processes [10, 76, 77].

**Quantification techniques**

Quantitative studies usually involve defining ROIs on the images and then measuring the trace uptake inside them. One commonly used method in brain SPECT is to calculate the specific binding potential (SBP, also called specific uptake value) of the radiotracer in the ROI as the ratio between activity concentration inside the ROI and the activity concentrations in a reference region that has no specific binding for the tracer considered. The images can also be assessed using more sophisticated voxel-based quantitative methods, such as statistical parametric mapping (SPM), which automatically maps brain regions to a standardized atlas and compares the images with a database of normal subjects [77]. Compared with SPM, computing the SBP greatly simplifies data analysis and often provides a reliable measurement.

Dynamic SPECT can also be used to acquire a series of images of tracer uptake within the ROI from the injection time till the time the tracer is washed out or the distribution reaches equilibrium. Consequential kinetic analysis of the acquired dynamic data using tissue compartment models provides unique information that improves the discrimination between healthy and diseased tissue compared with static images [25].

**Future perspectives**

The major challenge facing the future of brain SPECT imaging is the widespread adoption and availability of PET in clinical setting. PET has better spatial resolution and higher sensitivity than SPECT. To compete with PET, future brain SPECT systems should provide images with better quality and improved quantitative accuracy that is equivalent or at least comparable with PET.

**Software**

Software development in SPECT is currently focusing on improving image quality and quantitative accuracy of reconstructed images. This includes the development of novel reconstruction algorithms and image correction techniques. Promising results have been achieved using maximum a posteriori (MAP) reconstruction algorithms that incorporate anatomical knowledge into the SPECT reconstruction process. The anatomical information can be obtained from MR images, which are routinely performed in the clinic for brain studies. MRI provides detailed structural
information about the brain which is missing in SPECT. In MAP reconstruction, the anatomical information could be used as a prior to reduce statistical noise and improve the resolution, especially when anatomical region-based priors are used to reduce noise inside each structure but not across the boundaries [74,78,79]. Different priors can also be used for each structure based on its biological properties. Fig. 8.9 shows examples comparing OS-EM with MAP reconstructions using different regional priors. The OS-EM images contain a significant amount of noise. In the MAP reconstruction, a uniform prior was used for the striatum assuming uniform uptake. A smooth prior was used for the background to reduce noise. Images from MAP reconstruction portray much reduced noise and improved spatial resolution for the striatum compared with OS-EM reconstruction.

Fig. 8.9
Brain SPECT images reconstructed using different algorithms showing the actual tracer distribution in the striatal brain phantom (a). OS-EM reconstruction (b). MAP reconstruction with only a uniform prior for the striatum (c). MAP reconstruction with a smooth prior for background and a uniform prior for the striatum (d).

Hardware

A more fundamental way of improving SPECT images is to develop new detector technology that could provide images with high sensitivity and high spatial resolution. Detectors using semiconductor technology, where direct photon conversion detectors such as cadmium telluride are mostly used, acquire data at better energy resolution than conventional gamma cameras [80,81]. This could potentially provide images with less scatter and reduce cross-talk in dual-isotope imaging. Development in multimodality imaging is also being pursued. In SPECT/CT, recent developments in dual-energy CT scanners make it possible to segment soft tissues in CT images without the use of contrast agents. Simultaneous SPECT/MRI is also promising and should enable both MR and SPECT images of patient’s brain to be acquired at the same time, thus providing perfectly registered images.
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